
Unintended Consequences of Machine Learning
in Medicine

Over the past decade, machine learning techniques have
made substantial advances in many domains. In health
care, global interest in the potential of machine learning
has increased; for example, a deep learning algorithm has
shown high accuracy in detecting diabetic retinopathy.1

There have been suggestions that machine learning will
drive changes in health care within a few years, specifi-
cally in medical disciplines that require more accurate
prognostic models (eg, oncology) and those based on pat-
tern recognition (eg, radiology and pathology).

However, comparative studies on the effective-
ness of machine learning–based decision support sys-
tems (ML-DSS) in medicine are lacking, especially re-
garding the effects on health outcomes. Moreover, the
introduction of new technologies in health care has not
always been straightforward or without unintended and
adverse effects.2 In this Viewpoint we consider the po-
tential unintended consequences that may result from
the application of ML-DSS in clinical practice.

Reducing the Skills of Physicians
A major issue related to incorporation of ML-DSS in medi-
cine could be overreliance on the capabilities of auto-
mation. Although the phenomenon of overreliance on
technology could be tempting to users in the short term
for the convenience and efficiency of automated aids,
in the long term these tools can lead to the related phe-
nomenon of deskilling3 (ie, the reduction of the level of
skill required to complete a task when some or all com-
ponents of the task are partly automated, and which may
cause serious disruptions of performance or inefficien-
cies whenever technology fails or breaks down). This pro-
cess can affect physicians’ ability to derive informed opin-
ions on the basis of detectable signs, symptoms, and
available data.

For example, in a study of 50 mammogram read-
ers, there was a 14% decrease in diagnostic sensitivity
when more discriminating readers were presented
with challenging images marked by computer-aided
detection.4 Another study of 30 internal medicine resi-
dents showed that the residents exhibited a decrease in
diagnostic accuracy (from 57% to 48%) when electro-
cardiograms were annotated with inaccurate computer-
aided diagnoses.5 Further research is needed to better
understand whether the overreliance on ML-DSS that
could outperform or perform as well as human observ-
ers could also cause a subtle loss of self-confidence and
affect the willingness of a physician to provide a defini-
tive interpretation or diagnosis.

Focus on Text and the Demise of Context
Machine learning technologies also can lead to focus-
ing more on what can be rendered as text (ie, data) at

the expense of other elements that are more difficult or
impossible to easily describe. Relying on ML-DSS re-
quires considering digital data as reliable and complete
representations of the phenomena that these data are
supposed to render in a discrete and trustworthy form.
This may be a problem when the clinical context is not
represented, particularly if physicians lose awareness of
the existence of clinical elements that are not included
in the clinical record.

Such lack of information may lead to partial or mis-
leading interpretations of ML-DSS diagnostics and thera-
peutic or prognostic outputs. It also could lead to re-
duced interest in and decreased ability to perform holistic
evaluations of patients, with loss of valuable and irre-
ducible aspects of the human experience such as psy-
chological, relational, social, and organizational issues.
These factors may not be incorporated into any ML-DSS
because of their qualitative and complex nature, yet are
fundamental to individualized care beyond diagnostic
and therapeutic categories.

An example in which context mattered and lack of
its inclusion resulted in a technically valid but mislead-
ing machine learning prognostic model was the use of
mortality risk prediction to make decisions about
whether to provide treatment on an inpatient or outpa-
tient basis for 14 199 patients with pneumonia.6 In that
setting, an ML-DSS suggested considering patients with
pneumonia and asthma to be at a lower risk of death
from pneumonia than patients with pneumonia but with-
out asthma. This indication surprised the researchers in-
volved, who nevertheless ruled out that asthma could
be a protective factor in patients with pneumonia. How-
ever, machine learning models do not apply explicit rules
to the data they are provided, but rather identify subtle
patterns within those data.

There were 2 causes for the algorithm being cor-
rect, but producing a counterintuitive and dangerous out-
put. First, at the hospitals hosting this study, patients with
a history of asthma who presented with pneumonia were
usually admitted directly to intensive care units to pre-
vent complications; this led to patients with pneumonia
and asthma having better outcomes than patients diag-
nosed with pneumonia and without a history of asthma,
with an approximately 50% mortality risk reduction (with
mortality rates of 5.4% vs 11.3%, respectively). Second,
this contextual information could not be included in the
ML-DSS, and thus the algorithm “correctly misinter-
preted” the presence of asthma as a protective variable.
Failing to include difficult to represent factors into medi-
cal decision making may lead to other similar contextual
errors, and overreliance on ML-DSS may enhance the odds
of the occurrence of these types of errors when contex-
tual factors cannot be easily integrated.
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Intrinsic Uncertainty in Medicine
Machine learning–based decision support systems bind empirical
data to categorical interpretation. Potential unintended conse-
quences arising from this approach may be related to the formal-
ization into a decision model of the mapping between the physical
signs that a physician can evaluate and their “right” class as identi-
fied by observers. In medical practice, observers often do not agree
with each other about diagnostic findings and outcome evaluation.
This observer variability is related not only to interpretive deficien-
cies, but also to an intrinsic ambiguity in the observed phenomena.7

However, the intrinsic uncertainty of medical observations and
interpretations that are part of input to “optimize” machine learn-
ing models is not usually considered. As a result, the extent that re-
liability and accuracy of machine learning performance is affected
by observer variability can be underrated; this has been shown to
negatively affect the performance of the most common machine
learning models. For example, interobserver variability in the iden-
tification and enumeration of fluorescently stained circulating tu-
mor cells was observed to undermine the performance of ML-DSS
supporting this classification task.8

Users and designers of ML-DSS need to be aware of the inevi-
table intrinsic uncertainties that are deeply embedded in medical sci-
ence. Further research should be aimed at developing and validating
machine learning algorithms that can adapt to input data reflecting
the nature of medical information, rather than at imposing an idea of
data accuracy and completeness that do not fit patient records and
medical registries, for which data quality is far from optimal.

The Need to Open the Machine Learning Black Box
A further issue involves the nature of machine learning algorithms,
which are often referred to as “black box models,” whereby the ratio-
nale for the outputs generated is inscrutable not only by physicians
but also by the engineers who develop them. The preceding case about

management of patients with pneumonia6 is a relevant example. In
that setting, different machine learning models for risk prediction were
evaluated to choose the most accurate one. The identification of the
intensive care acting as a confounder could be considered in virtue
of the model that had its classification rules explicit; however, the other
models did not permit such post hoc analysis.

Because purely accuracy-driven performance metrics are now
pushing toward more opaque models like artificial neural net-
works, as in the study of referable diabetic retinopathy,1 similar subtle
shortcomings of ML-DSS may be difficult or impossible to prevent
or detect. To alleviate the tension between accuracy and interpret-
ability, research is being conducted to have ML-DSS automatically
provide explanations, and to offer physicians rich interactive visu-
alization tools to explore the implications of potential exposure vari-
ables. Despite the utility of these technology improvements, their
availability will not relieve physicians from acquiring stronger skills
in assessing the value of machine learning–based aids in practice.

Conclusions
It is likely that machine learning applications will soon transform some
sectors of health care in ways that may be valuable but may have
unintended consequences. Use of ML-DSS could create problems
in contemporary medicine and lead to misuse. The quality of any
ML-DSS and subsequent regulatory decisions about its adoption
should not be grounded only in performance metrics, but rather
should be subject to proof of clinically important improvements in
relevant outcomes compared with usual care, along with the satis-
faction of patients and physicians.

A prudent attitude toward research on unintended conse-
quences could help reduce the odds of negative consequences.
Moreover, if such consequences occur despite these efforts,
research could help manage and reduce the related effects of
these consequences.
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