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Predictive ability assessment of prognostic models
When physicians admit a patient to the intensive care 
unit (ICU), they automatically grade the degree of sever-
ity and formulate an initial prognosis. This is a com-
plex integration process of anamnestic information and 
physiological data with data from experience and culture. 
This approach, however, does not numerically quantify 
the patient’s risk and may be heavily influenced by sub-
jectivity. Prognostic models, such as the severity scores 
of the APACHE and SAPS series, have been developed 
to answer this need more objectively. However, they 
have turned out to provide unreliable predictions when 
applied to contexts different from those from which they 
were developed [1, 2].

Prognostic models are developed on large cohorts of 
patients, representative of the population to which they 
will be applied. The prognostic weight of single clinical 
features (e.g. age, weight, presence of comorbidities and 
acute conditions on admission, physiologic parameters 
derangement) is measured in the development cohort 
with appropriate statistical procedures.

After having developed a model, its internal validity 
should be tested by measuring discrimination and cali-
bration. In mortality models, discrimination is the abil-
ity to distinguish between survivors and non-survivors, 
while calibration measures the degree of correspond-
ence between observed deaths and those predicted by the 
model across the whole range of prognostic estimates. 
Calibration can be visually appreciated with the GiViTI 

(Gruppo Italiano per la Valutazione degli interventi in 
Terapia Intensiva) calibration belt (Fig. 1), which provides 
statistically rigorous information on deviation from the 
ideal perfect matching between predicted and observed 
death rates [3, 4].

Traditionally, calibration has been assessed with the 
Hosmer–Lemeshow statistics [5], which, although 
detecting overall miscalibration, does not indicate 
whether the model predicts more or less deaths than 
those observed. The combination with traditional cali-
bration plots does not overcome this drawback. Indeed, 
not being formal statistical tools, these plots provide 
only very rough and potentially misleading information. 
The GiViTI calibration belt, instead, shows exactly in 
which direction and for which range of risk the model 
miscalibrates, as illustrated in Fig.  1 and explained 
below. The GiViTI calibration test integrates the calibra-
tion belt, providing a p value. It is, hence, a statistical 
test for overall calibration, as is the Hosmer–Lemeshow 
statistics, which, however, corresponds exactly to the 
calibration belts level of statistical significance [6]. Fur-
thermore, in two extensive simulation analyses [4, 6], 
the GiViTI calibration test proved to perform well and, 
in many situations, better than the Hosmer–Lemeshow 
C test, which tends to reject the null hypothesis of good 
calibration more often than it should.

The GiViTI calibration belt and test are available as the 
givitiR software package for R [7].

Calibration in subgroups (uniformity of fit)
Good overall calibration, however, does not grant robust 
calibration in important subgroups, sometimes referred 
to as the uniformity of fit [8].

Unfortunately, a lack of uniformity of fit is usually dis-
regarded and unrecognised in models building a strategy. 
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Fig. 1 GiViTI calibration belt testing a prognostic model in the overall sample, before the interaction between intra-parenchymal and GCS 3–4 was included (a), and in the intra-parenchymal hem-
orrhage subset before (b) and after (c) the inclusion of the interaction. The bisector, the red line, indicates the perfect correspondence between observed and predicted deaths. The dark grey border 
indicates the 95% confidence interval band and the light grey area the 80% confidence interval band. When the calibration belt does not include the bisector, a statistically significant miscalibration 
is present. In (a), the 95% confidence interval band includes the entire bisector indicating perfect model calibration across risk (from 0 to 100%). The band is narrow because of the high number of 
patients included in the analysis, providing high power for miscalibration detection. The model overpredicts in low-risk and underpredicts in high-risk patients before the inclusion of the interaction 
term (b). Calibration strikingly improves after the interaction is included in the model (c)





This is highly deplorable, as miscalibration in subgroups 
can seriously affect the reliability of the model when used 
for mortality prediction.

In Fig.  1a, we show the GiViTI calibration belt of 
the prognostic model developed on a cohort of 33,682 
patients admitted to 178 Italian ICUs in 2012 [9]. The 
model calibrates very well on the overall population, as 
denoted by the GiViTI calibration belt always encom-
passing the bisector, which is the line where expected 
(x-axis) and observed (y-axis) mortalities match per-
fectly. The belt shows that, for each expected mortality 
rate, we have a range of possible observed rates with a 
95% confidence interval that is dependent on the num-
ber of patients observed. When tested on a subset of 
1133 patients with intra-parenchymal haemorrhage 
(a relevant prognostic factor in the model), the model 
miscalibrated. In the range of expected mortality rates 
between 2 and 29% (Fig.  1b), the band skewed down-
wards without including the bisector. When the band 
runs below this reference, it indicates that observed 
mortalities are significantly lower, with a 95% confi-
dence, than those predicted by the model, indicating 
that the model overpredicted. The opposite happened 
for high-risk patients with expected mortality between 
71 and 98%. In this range, the observed mortality was 
significantly higher than predicted, thus the model 
underpredicted.

As a result, in an ICU admitting mainly very severe 
patients with intra-parenchymal haemorrhage, the model 
could indicate an overall significant adjusted mortality 
excess (notwithstanding the good overall calibration in 
the development cohort), and not only in the “miscali-
brating” subset. Actually, if sufficiently large, the higher 
prevalence of this subset in the unit (compared to the 
prevalence observed in the model development cohort) 
will magnify the effects of the “miscalibrating” subset. In 
this case, a poorer performance would be unfairly attrib-
uted to the ICU.

Conversely, an overprediction of overall deaths would 
occur if the ICU admitted mainly low-risk-of-death 
patients with intra-parenchymal haemorrhage. These 
patients would be regarded by the model as more severe 
than they really are, with the consequent inflation of the 
number of expected deaths. In this case, whatever its 
absolute performance, the ICU will always be unfairly 
rewarded in terms of a reduction of the observed to 
expected mortality ratio.

Poor calibration in a specific subset is thus a serious 
drawback of prognostic models and should be investi-
gated in detail during the model development process. 
Once a lack of uniformity of fit is detected, corrective 
interventions should be performed. Usually, statisticians 
test multiplicative effects that may exist between the 

variables included in the model, which they call inter-
actions. However, to selectively individuate important 
interactions, the contribution of clinicians is essential.

Why clinicians are so important in prognostic 
models development
Returning to our example, clinical experience suggests 
that, when intra-cerebral haemorrhage causes deep 
coma, the prognosis is worst. This synergism is the clini-
cal equivalent of statistical interaction. The inclusion in 
the prognostic model of the interaction between intra-
parenchymal haemorrhage and the Glasgow Coma Scale 
(GCS) 3–4, strikingly improved calibration, as shown 
in Fig. 1c. Now the model can be safely applied to ICUs 
admitting many patients with intra-parenchymal haem-
orrhage bearing different levels of severity. Obviously, the 
GiViTI calibration belt besides diagnosing a lack of uni-
formity of fit can be used to monitor the effectiveness of 
corrective interventions (Fig. 1c) [6].

There are several other clinical conditions that may 
have positive or negative prognostic synergisms. For 
example, clinicians know very well that coma has dif-
ferent prognostic relevance when it is the consequence 
of cerebral injuries or of metabolic causes. Thus, coma 
in chronic obstructive pulmonary diseases (COPD), 
for example, is not as prognostically relevant as in head 
trauma. Another example is septic shock due to uro-sep-
sis compared to other causes. In these cases, the insertion 
of ureteral drainage associated with antibiotic therapy 
is in many cases sufficient to strikingly improve clinical 
conditions.

The dependence of calibration from case-mix varia-
tions has been demonstrated by simulation studies and 
considered a good reason to develop new severity scores 
[10, 11]. We think, instead, that a different methodologi-
cal approach should be used in prognostic models devel-
opment to make them more independent of case-mix 
variations. This implies that the assessment of calibra-
tion in important subgroups (at least those defined by 
the variables included in the model) should be systemati-
cally carried out during the model development phase in 
order to spot and account for important clinical syner-
gisms. Instead, researchers who have developed prognos-
tic models overlooked the problem of biased predictions 
in important subgroups, limiting quality assessment to 
overall results. As a matter of fact, severity scores never 
include interaction terms, hindering the models’ ability 
to account for case-mix differences.

Prognostic model development is a good example of 
how integration between statisticians and clinicians is 
fundamental to achieve successful results. In the GiViTI 
experience, close collaboration with clinicians has stimu-
lated statisticians to develop the calibration belt and to 































































































use it to individuate clinically meaningful solutions for 
the improvement of model robustness. This accessible 
visual representation of calibration combined with for-
mal statistical testing is a powerful tool for prognostic 
model development, which will be essential for future 
research in this field.
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