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Abstract Objective: Risk adjustment
systems now in use were developed
more than a decade ago and lack
prognostic performance. Objective of
the SAPS 3 study was to collect data
about risk factors and outcomes in a
heterogeneous cohort of intensive
care unit (ICU) patients, in order to
develop a new, improved model for
risk adjustment. Design: Prospective
multicentre, multinational cohort
study. Patients and setting: A total of
19,577 patients consecutively admit-
ted to 307 ICUs from 14 October to
15 December 2002. Measurements
and results: Data were collected at
ICU admission, on days 1, 2 and 3,
and the last day of the ICU stay. Data
included sociodemographics, chronic
conditions, diagnostic information,
physiological derangement at ICU
admission, number and severity of
organ dysfunctions, length of ICU

and hospital stay, and vital status at
ICU and hospital discharge. Data re-
liability was tested with use of kappa
statistics and intraclass-correlation
coefficients, which were >0.85 for
the majority of variables. Complete-
ness of the data was also satisfactory,
with 1 [0–3] SAPS II parameter
missing per patient. Prognostic per-
formance of the SAPS II was poor,
with significant differences between
observed and expected mortality rates
for the overall cohort and four (of
seven) defined regions, and poor
calibration for most tested subgroups.
Conclusions: The SAPS 3 study was
able to provide a high-quality multi-
national database, reflecting hetero-
geneity of current ICU case-mix and
typology. The poor performance of
SAPS II in this cohort underscores
the need for development of a new
risk adjustment system for critically
ill patients.

Keywords Intensive care unit ·
Severity of illness · ICU mortality ·
Hospital mortality · Risk adjustment
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Introduction

Following the publication in the early 1980s of the Acute
Physiology and Chronic Health Evaluation Score
(APACHE [1]), Simplified Acute Physiology Score
(SAPS [2]), and-some years later—APACHE II [3] sys-
tems, outcome prediction became an important topic
among European intensivists. Ten years later, a new
generation of these instruments was published: APACHE
III [4], SAPS II [5], and Mortality Probability Model
(MPM) II [6]. All of these newer systems were developed
by using sophisticated statistical techniques in large
multinational databases, and were found to perform better
than their predecessors [7, 8].

The availability of such sophisticated methods for risk
adjustment facilitated outcome research in critically ill
patients, which became increasingly important over time.
Risk adjustment systems now have a fixed place in crit-
ical care research for various purposes. At the patient
level, the reporting of severity of illness and the use of
risk-adjusted mortality rates to draw inferences from their
results are a prerequisite for any study to be published. At
the intensive care unit (ICU) level, observed-to-expected
mortality ratios (or the use of direct standardisation
techniques based on severity scores) have become stan-
dard for assessing the impact of ICU-related factors on
outcome, such as the effects of organisation and man-
agement [9, 10].

However, a series of studies assessing the performance
of risk adjustment systems unveiled a lack of prognostic
performance of these systems: In most cases, lack of
calibration was evident over several subgroups of pa-
tients, often accompanied by an underestimation of mor-
tality in low-risk patients and an overestimation in high-
risk patients. This pattern was observed for all published
outcome prediction models in several countries [11, 12,
13, 14, 15, 16, 17, 18] and seemed to be worsening over
time [19].

For this reason, several researchers tried to improve
the prognostic performance of various systems through
recalibration, using one of two possible approaches. A
level 1 customization requires calculation of a new
equation for the prediction of hospital mortality (without
changing the weights of the constituent variables). A level
2 customization involves a reweighting of each variable
contained in the model. Although recalibration was able
to improve prognostic accuracy in some cases [13, 14], it
generally did not solve the various problems inherent in
the models.

These problems can be classified as either user-, pa-
tient-, or model-dependent. User-dependent problems in-
clude differences in the definitions and application crite-
ria [20, 21]. Patient-dependent problems are mainly shifts
in the baseline characteristics of the populations over time
[22]: age distribution, distribution of illnesses, and the
development of new treatments, all of which affect

prognosis. Model-dependent problems have many differ-
ent causes, such as the lack of important prognostic
variables (e.g., diagnostic information [4, 23]) or the
presence, location and aetiology of infection [24, 25, 26].
Confounding variables and statistically wrong assump-
tions [9, 27] also distort performance results.

If recalibration is not sufficient to improve the per-
formance of the prognostic model, the only alternative is
to develop a new model that takes into account the results
of studies done since the original model was developed.
This means incorporating missing variables that have
been shown to affect outcome, minimizing problems with
the application of the model, and reducing the possibility
of other confounders.

The objective of the SAPS 3 project was to cope with
the above-stated problems by developing a new model for
improved risk adjustment in critically ill patients. Another
important goal was to make the new model available free
of charge for use in the scientific community.

In the SAPS 3 study (which took place at the end of
2002), data about risk factors and outcomes in an inter-
national multicentric cohort of critically ill patients were
prospectively collected so that a high-quality database
would be available for further analysis of the associations
between risks and outcomes in our patients.

Materials and methods

Project Organization

The SAPS 3 project was conducted by the SAPS 3 Outcomes Re-
search Group. The project was endorsed by the European Society
for Intensive Care Medicine (ESICM, http://www.esicm.org) and
conducted in cooperation with the Section on Health Services Re-
search and Outcome of the ESICM. The SAPS 3 Outcomes Re-
search Group consists of a project coordinator and a steering group.
The steering group was responsible for the scientific conduct and
consistency of the project. An additional advisory board integrated
further scientists with special expertise who were asked for com-
ments on the scientific content and for help in conducting the
project. The complete board lists can be found in Appendix D of the
Electronic Supplementary Material (ESM).

During the data collection phase, a coordination and commu-
nications centre (CCC) was installed. The CCC was responsible for
the management and control of the project. This included the ad-
ministration of all project tasks and implementation of actions and
activities as necessary; communication between project partners
(e.g., centres, researchers and institutions) through sampling and
distribution of necessary information; and pooling and adminis-
tration of the data provided by project participants. In addition, the
CCC provided almost around-the-clock service to answer urgent
questions and resolve problems during the phase of data collection.

In each country, a country coordinator was responsible for op-
erational management and direct communication with the partici-
pating ICUs in that country, including giving specific help when
necessary. The country coordinator was responsible for ensuring
completion of the various tasks required of the participating ICUs.
The list of country coordinators can be found in Appendix E of the
ESM.

At the ICU level, an ICU coordinator was responsible for local
activities, such as obtaining approval from the local ethics or data-
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protection committees where applicable. In addition, the ICU co-
ordinator was responsible for supervising the daily data collection,
problem management, controlling the completeness of the data,
data quality control, training medical and nonmedical staff for data
collection, management of the data, and transmission of the data to
the CCC or country coordinator. The list of ICU coordinators can
be found in Appendix F of the ESM.

Data collection

Patient data were recorded by using either online data collection
software (provided by iMDsoft, Tel Aviv, Israel) or the SAPS 3
stand-alone database system (provided by the CCC). The latter
software used a Microsoft Access database (Microsoft Corporation,
Redmond, WA, USA) for data storage and needed no Internet
connection for data entry. Both systems maintained a variety of
plausibility controls to ensure the quality of the recorded data. Each
variable was precisely defined before the start of data collection
(see Appendix C of the ESM). Detailed definitions of the variables
were available to participants in both paper and electronic form. To
facilitate plausibility checking, each variable was assigned a
probability range, encompassing the range of probable values for
that variable. In addition, a range of possible values (storage range)
for that variable was defined (e.g., for FiO2, no values <21% or
>100% could be accepted). Thus, formal plausibility controls in the
software systems were used wherever possible and ensured the
maximum of data quality checking during data collection.

Participants who could not use one of the two software options
were allowed to record the data on paper forms and submit them to
the CCC (n=26 ICUs). Patient data were then entered into the SAPS
3 stand-alone software system and thus checked for plausibility. In
cases of uncertainty, ICU coordinators were contacted for clarifi-
cation.

In addition, each ICU received a questionnaire with detailed
questions about ICU structures and about resources available in
other areas of the hospital.

Data were collected at ICU admission, on days 1, 2 and 3, and
on the last day of the ICU stay. Data from the day of admission
(aside from sociodemographic data such as age and sex) were
categorized into different levels: (i) data about the condition of the
patient before ICU admission, such as chronic conditions and
medical diseases; (ii) data about the patient’s condition at ICU
admission, such as the reason for admission, infection at admission,
and surgical status; and (iii) data about the patient’s physiologic
derangement at ICU admission. These data were collected within
an hour before or after ICU admission.

On the following days of the ICU stay, further information was
collected: severity of illness, as measured by the SAPS II [5];
number and severity of organ dysfunction, as measured by the
Sequential Organ Failure Assessment (SOFA) [28]; length of ICU
and hospital stay; and outcome data, including vital status at ICU
and hospital discharge. All patients were subjected to mandatory
follow-up until hospital discharge, but not longer than 90 days after
ICU admission. Patients still remaining in the hospital at 90 days
were at that time classified as being “still in the hospital”.

To record diagnoses, a three-level system was used. (i) An acute
medical disease was recorded for all patients, independent of sur-
gical status, i.e., the acute (or acute on chronic) disease that best
explained the ICU admission. If the reason for ICU admission was
infectious disease, then this was recorded. (ii) Surgical status at
admission and the anatomic site of surgery were recorded for all
patients undergoing surgery during the hospital stay before ICU
admission. (iii) A concrete reason for admission had to be selected.
At least one reason for admission was required, but several selec-
tions were possible (one within each organ system). If no other
reason was present, at least “basic and observational care” had to be
selected.

All participants received detailed documentation of patient- and
ICU-based data items as well as a detailed description of the data
collection process. Moreover, specific forms to check the com-
pleteness of the patient-based documentation were provided. Ad-
ditionally, a training session for ICU coordinators was organised at
the 15th Annual Congress of the ESICM in Barcelona, Spain, be-
fore the start of data collection. Throughout the project, the project
website (http://www.saps3.org) provided all necessary information.
In addition, the CCC was available to answer questions by email,
fax and phone. Data were to be collected from all consecutively
admitted patients between 14 October and 15 December 2002.
ICUs with a high number of beds (and thus also admissions) could
stop patient enrolment after contributing 100 patients.

Database

Data were collected and pooled by the CCC. The final database file
was then imported into the SAS system, Version 8e (SAS Institute
Inc., Cary, USA). Data cleaning was accomplished through the
application of a variety of additional plausibility controls and cross-
checking of information between redundant data fields.

A total of 22,791 admissions were recorded in the 309 partici-
pating ICUs during the study period. For patients who were ad-
mitted more than once (n=1,455), only the first admission was
included, giving 21,336 admitted patients. Patients who were
<16 years of age (n=628), those without ICU admission or dis-
charge data (n=1,074), and those with records that lacked an entry
in the field “ICU outcome” (n=57) were excluded. The Basic SAPS
3 Cohort thus comprises 19,577 patients from 307 ICUs.

For the development of a predictive model for hospital mortality
as outcome, patients with a missing entry in the field of “vital status
at hospital discharge” (n=2,540) or an entry of “still in the hospital”
at the end of the follow-up period (n=253) were further excluded.
The SAPS 3 Hospital Outcome Cohort thus comprises 16,784 pa-
tients from 303 ICUs.

Because the study was an observational study and no additional
interventions were performed, the need for informed consent was
waived by the institutional review board. Each ICU, however, was
made responsible for obtaining local permissions as necessary.

Data quality

Recorded data were evaluated for completeness of the documen-
tation and reliability. Interrater quality control was performed
through rescoring of the data from day 0 (the day of ICU admis-
sion) for three randomly selected patients in each ICU. From the
rescored data, kappa coefficients and intra-class correlation coef-
ficients were calculated, as appropriate. Availability of the vari-
ables necessary to calculate the SAPS II was used as an indicator
for the completeness of the data.

Statistical analysis

Statistical analysis was performed using the SAS system, version 8e
(SAS Institute Inc., Cary, NC, USA). A P value of <0.05 was
considered significant. Unless otherwise specified, results are ex-
pressed as median and interquartile ranges (quartile). Observed-to-
expected (O/E) mortality ratios were calculated by dividing the
number of observed deaths per group by the number of expected
deaths per group (as predicted by the SAPS II). To test for statis-
tical significance, we calculated 95% confidence intervals (CI)
according to the method described by Hosmer and Lemeshow [29].
The Hosmer-Lemeshow goodness-of-fit Ĥ-statistic and Ĉ-statistic
[30] were used to evaluate the calibration of the SAPS II. Dis-
crimination was tested by measuring the area under the receiver
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operating characteristic (aROC) curve, as described by Hanley and
McNeil [31]. Reliability of data collection was analysed using K-
statistics or intra-class correlation coefficients, as appropriate.
Statistical methods used for the development of the predictive
model are described in Part 2 of this report.

Results

Data quality

Four hundred eighty-three rescored patients could be
identified and linked to their original counterparts (2.5%
of admitted patients). Data quality was found to be ex-
cellent, with the majority of coefficients being >0.85.
Only two of the more than 50 tested variables had coef-
ficients <0.80 (body weight, 0.79; positive end-expiratory
pressure, 0.72), and only one was <0.70 (leukocytes
[maximum], 0.57). For a detailed list of coefficients see
Table E1 in the ESM. Data completeness was also found
to be satisfactory, with 1 [0–3] SAPS II parameter mis-
sing per patient.

Description of ICUs

The Basic SAPS 3 cohort includes 307 ICUs from 35
countries. On average each ICU contributed 50 (27–78)
patients to the cohort. To assess heterogeneity of results
between different geographic regions, seven regions were
defined: Australasia, Central and South America, Central
and Western Europe, Eastern Europe, North America,
Northern Europe, and Southern Europe and Mediter-
ranean countries. The allocation of countries to these re-
gions can be seen from Table E10 of the ESM.

Seventy percent of the participating ICUs identified
themselves as mixed medical-surgical (Table E2, ESM).
Roughly half of the ICUs (46%) were located in univer-
sity-affiliated or teaching hospitals. Eighty-four percent
of ICUs (n=258) reported having a full-time medical di-
rector, and 272 (88.6%) reported having a full-time
nursing director. On weekdays, 76.6% of ICUs reported
having an intensivist available on the ICU 24 hours per
day, whereas 6.2% had an intensivist available in the
hospital. In 12.1% of ICUs, the intensivist was at home,
on-call, during the daytime. During weekends, this pro-
portion did not change much (74.3%, 5.5%, and 15.0% on
the ICU, in the hospital, and on-call, respectively). None
of the participating ICUs reported having no intensivists
available during night or weekend shifts.

Description of patients

The Basic SAPS 3 Cohort comprises 19,577 patients
admitted to participating ICUs during the study period.
More than 70% of patients were admitted from the same

hospital as the ICU, with operating rooms, emergency
departments and normal wards contributing most of the
patients (Table 1). Almost two thirds of the admissions
were classified as unplanned. The mean age of patients
was 60.0€17.7 years (Fig. 1), and 39.2% were female.
Comorbidities were recorded in 65% of admitted patients,
with arterial hypertension, chronic obstructive pulmonary
disease, and chronic heart failure being the most frequent
(Table E3, ESM).

Cardiovascular, respiratory and neurologic diseases
were the most frequent organ-specific reasons for ad-
mission (Table E4, ESM). The acute medical diseases

Table 1 ICU admission data for the two cohorts (Basic cohort:
SAPS 3 basic cohort; HO cohort: SAPS 3 Hospital Outcome Co-
hort; n: number of patients)

Basic cohort HO cohort
n % n %

Number of patients 19,577 16,784 100.0
Gender

Female 7,678 39.2 6,610 39.4
Male 11,881 60.7 10,161 60.5
Missing 18 0.1 13 0.1

Age, years
(median, quartiles)

63 49-74 64 49-74

Origin
Home 2,810 14.4 2,343 14.0
Same hospital 13,926 71.1 12,063 71.9
Chronic care facility 74 0.4 64 0.4
Public place 519 2.7 432 2.6
Other hospital 2,125 10.9 1,791 10.7
Other 80 0.4 59 0.4
Missing 43 0.2 32 0.2

Intra-hospital location
before ICU admission

Emergency room 5,419 27.7 4,630 27.6
Intermediate care unit/
High dependency unit

562 2.9 475 2.8

Operating room 7,537 38.5 6,449 38.4
Other 552 2.8 413 2.5
Other ICU 698 3.6 611 3.6
Recovery room 482 2.5 400 2.4
Ward 3,411 17.4 3,036 18.1
Missing 916 4.7 770 4.6

ICU admission status
Planned admission 6,750 34.5 5,598 33.4
Unplanned admission 12,338 63.0 10,801 64.4
Missing 489 2.5 385 2.3

Acute Infection
at ICU admission

No infection 15,254 77.9 12,968 77.3
Clinically improbable/
colonization

342 1.7 298 1.8

Clinically probable/
documented

2,761 14.1 2,422 14.4

Microbiologically
documented

1206 6.2 1,083 6.5

Missing 13 0.1 13 0.1
Surgical status

No surgical procedure 8,437 43.1 7,305 43.5
Scheduled surgery 6,800 34.7 5,700 34.0
Emergency surgery 3,321 17.0 2,930 17.5
Missing 1,019 5.2 849 5.1
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necessitating ICU admission included a broad spectrum of
diagnoses (Table E5, ESM). Approximately one half of
the patients underwent surgery before ICU admission,
with abdominal, cardiac and vascular surgery being the
most frequent procedures (Table E6, ESM).

Regarding discharge details (Table 2), it is notable that
a high percentage of patients were discharged unplanned
(8.15%), i.e., without at least a 12-hour planning window.
15.2% of patients from the SAPS 3 Basic cohort died
within the ICU. As can be seen from Table 3, patient
cohorts differed significantly between regions. Both, ICU
and hospital mortality rates exhibited a broad spectrum
between ICUs: hospital mortality was on average 28%
(17–42%) in the SAPS 3 Hospital outcome cohort.

Performance of the SAPS II

The performance of the original SAPS II model [5] (using
data from the first 24 hours) was tested in the SAPS 3
Hospital Outcome Cohort (n=16,784). Discrimination was
good with an aROC of 0.83 (95% CI: 0.824–0.838). SAPS
II showed underestimation of hospital mortality: The O/E
ratio of the overall cohort was 1.08 (1.06–1.10). O/E ra-
tios significantly differed between regions: from 0.86
(0.81–0.91) for Central and Western Europe to 1.32
(1.25–1.38) for Central and South America, with four out
of the seven defined regions exhibited O/E ratios signif-
icantly different from 1 (Table E7, ESM). Calibration, as
assessed by the Hosmer-Lemeshow Ĥ + Ĉ statistics, was
poor for the overall cohort: Ĥ 227.21, Ĉ 184.70; both
p<0.0001; This lack of calibration was present for all
tested subgroups except for the region of North America
(see Table E7, ESM).

Fig. 1 Age distribution and as-
sociated mortality. The figure
shows the age distribution of
the Basic SAPS 3 Cohort
(n=19,577) and the correspond-
ing ICU mortality rates for each
stratum. Columns: Number of
patients as percentages of the
whole cohort; squares: ICU
mortality rates for the corre-
sponding stratum

Table 2 ICU discharge and outcome data for the two cohorts
(Basic cohort: SAPS 3 basic cohort; HO cohort: SAPS 3 Hospital
Outcome Cohort; n: number of patients; ICU LOS: ICU length of
stay; IMCU/HDU: intermediate care unit/high dependency unit;
Q1, Q3: lower and upper interquartile range, respectively)

Basic cohort HO cohort
n % n %

Number of patients 19,577 100.0 16,784 100.0
ICU LOS, days
(median, quartiles)

2 1–6 2 1–6

ICU discharge–
destination

Home 438 2.2 361 2.2
Same hospital 14,946 76.3 12,477 74.3
Other hospital 1,029 5.3 852 5.1
Missing 3,164 16.2 3,094 18.4

Intrahospital discharge
Emergency room 58 0.3 50 0.3
IMCU/HDU 2,222 11.4 1,873 11.2
Other 303 1.5 257 1.5
Other ICU 583 3.0 479 2.9
Recovery room 306 1.6 218 1.3
Ward 12,250 62.6 10,291 61.3
Missing 3,855 19.7 3,616 21.5

ICU discharge—status
Planned discharge 14,872 76.0 12,262 73.1
Unplanned discharge 1,595 8.1 1,467 8.7
Missing 3,110 15.9 3,055 18.2

Risk adjustment
SAPS II score
(median, Q1–Q3)

30 20–42 31 21–43

SOFA score
(median, Q1–Q3)

9 6–11 9 6–11

Outcome
ICU mortality (%) 15.2 17.7
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Discussion

To the best of our knowledge, the SAPS 3 study is the
largest prospective epidemiologic multicentre, multina-
tional study conducted in health services and outcomes
research in intensive care medicine to date.

The project was first intended to focus on Europe be-
cause it was believed such a strategy would produce a
more homogeneous cohort of patients, which would in
turn provide a more stable reference line for further
comparisons. This idea was discussed during several in-
vestigator meetings and finally abandoned—first, because
interest from outside Europe was enormous: 39% of ICUs
that registered for the project were located outside Eu-
rope. The SAPS 3 board members thus agreed that such a
high level of interest should not be ignored. Second, some
investigators questioned whether a concentration on Eu-
ropean ICUs would be successful in reducing heteroge-
neity anyway. Provision of intensive care in Europe is
extremely variable, with enormous differences in severity
of illness, provision of treatments and mortality from
north to south and from west to east [32, 33].

For these reasons ICUs from regions outside Europe
were invited to participate. Our results prove that we were
right in our assumptions: First, one can easily see that the
four European regions (as defined in our study) are hardly
comparable: severity of illness as measured by the SAPS
II varied from 27 to 35 points, and ICU mortality ranged
from 10.8 to 20.6%—almost a doubling of mortality
figures (Table 3). Second, almost a third of the patient
cohort (28.5%) was contributed from regions outside
Europe.

Although the decision to accept ICUs worldwide
probably increased the heterogeneity of our sample, it
also allowed the SAPS 3 database to better reflect im-
portant differences in patients’ and health care systems’
baseline characteristics that are known to affect outcome.
These include, for example, different genetic makeups,
different styles of living or a heterogeneous distribution of
major diseases within different regions, as well as issues
such as access to the health care system in general and to
intensive care in particular, or differences in availability
and use of major diagnostic and therapeutic measures
within the ICUs [32, 34]. Although the integration of
ICUs outside Europe and the U.S. surely increased it’s
representativeness, it must be acknowledged, that the
extent to which the SAPS 3 database reflects case-mix on
ICUs worldwide cannot be determined yet.

It should additionally be noted that allocation of
countries to regions does not always follow geographic
borders (Table 3; see also Table E10 in the ESM). Par-
titioning of the sample was done to adjust for some of the
above-stated differences between different populations
and to develop a system that uses several different ref-
erence lines to compare ICUs on a similar level. Thus,
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patients are not necessarily representative of their re-
spective regions.

To minimize possible seasonal influences, we chose
late fall in the Northern Hemisphere for data collection.
Thus, participants in both late fall/winter (Northern
Hemisphere) and spring/summer (Southern Hemisphere)
are represented in our cohort. A recent study [35] showed,
moreover, that differences in seasonal mortality rates, at
least in a sample of ICUs in the United Kingdom, were
related to variations in case mix rather than to a specific
impact of season on outcome.

Performance of the SAPS II was, not surprisingly,
found to be similar to that in previous studies: acceptable
discrimination but lack of calibration. Possible reasons for
this have already been alluded to in the Introduction. In
contrast to previous studies, however, we found an un-
derestimation of hospital mortality, which contradicts the
rationale that the shifting in calibration is due only to the
development of new and possibly better therapies and
thus to better ICU performance [19].

Analyzing the various geographic regions provides
evidence that the underestimation of hospital mortality
by the SAPS II might be partially attributable to the
composition of the cohort: SAPS 3 is the first large in-
ternational study on severity of illness systems to include
patients from all continents. South America, for exam-
ple, where provision of intensive care is much more
limited than it is in Europe or North America, con-
tributed extensively to the patient cohort. High O/E ra-
tios have already been reported for this continent [36]
and are probably linked to the limited availability of
resources.

Data quality was one of our major concerns. Com-
pleteness of the documentation was found to be satis-
factory: The amount of missing data is in fact smaller than
reported from previous cohort studies on severity of ill-
ness systems [11, 12, 16]. With respect to reliability, in-
traclass-correlation coefficients and kappa coefficients
were generally similar to or even better than those found
in previous studies, showing a high degree of interrater
agreement (see Table E1 in ESM) [37, 38].

We did, however, experience problems with the cohort
of rescored patients: First, we had to exclude all rescored
patients for whom the original counterpart was also ex-
cluded due to the application of any of the exclusion
criteria. Second, in some cases the original patient iden-
tification was either missing or documented in such a way
that a unique allocation was not possible. Both of these
exclusions reduced the number of rescored patients
available for analysis.

Two strategies to build up a cohort are available: first,
to recruit only patients who meet well-documented in-

clusion criteria (such as documented vital status at hos-
pital discharge) or, second, to document all patients and
then exclude patients based on a predefined set of ex-
clusion criteria. For the SAPS 3 study we chose the sec-
ond option—to form two different cohorts—because we
needed to provide a basic cohort for all further analyses of
the SAPS 3 database. Since some studies will focus on
different outcomes (e.g., ICU outcome rather than hos-
pital outcome), we decided to use missing ICU outcome
(and not hospital outcome) as an exclusion criterion for
the basic cohort.

A possible limitation of the SAPS 3 database is that
vital status at hospital discharge was not available for all
admitted patients. Despite several efforts from the CCC
and sufficient time to allow for a close follow-up, we did
not succeed to receive all hospital outcomes document-
ed. Recording of hospital outcome (or later outcomes)
still poses major problems for ICUs in European and
non-European hospitals, either because of technical
problems or possibly because of data security algorithms
in the hospitals. Exclusion of these patients did, how-
ever, not affect major criteria, such as geographic rep-
resentation, ICU admission or discharge data, co-mor-
bidities, or the distribution of the reasons for admission
(Tables 1 and 2).

We conclude that the SAPS 3 database is within the
above discussed limits of high quality and reflects the
heterogeneity of current intensive care provision. As such,
it provides an excellent basis for the development of a
new risk adjustment system.
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Abstract Objective: To develop a
model to assess severity of illness and
predict vital status at hospital dis-
charge based on ICU admission data.
Design: Prospective multicentre,
multinational cohort study. Patients
and setting: A total of 16,784 patients
consecutively admitted to 303 inten-
sive care units from 14 October to 15
December 2002. Measurements and
results: ICU admission data (record-
ed within €1 h) were used, describ-
ing: prior chronic conditions and
diseases; circumstances related to and
physiologic derangement at ICU ad-
mission. Selection of variables for
inclusion into the model used differ-
ent complementary strategies. For
cross-validation, the model-building
procedure was run five times, using

randomly selected four fifths of the
sample as a development- and the
remaining fifth as validation-set. Lo-
gistic regression methods were then
used to reduce complexity of the
model. Final estimates of regression
coefficients were determined by use
of multilevel logistic regression.
Variables selection and weighting
were further checked by bootstraping
(at patient level and at ICU level).
Twenty variables were selected for
the final model, which exhibited good
discrimination (aROC curve 0.848),
without major differences across pa-
tient typologies. Calibration was also
satisfactory (Hosmer-Lemeshow
goodness-of-fit test Ĥ=10.56, p =0.39,
Ĉ=14.29, p =0.16). Customised equa-
tions for major areas of the world
were computed and demonstrate a
good overall goodness-of-fit. Con-
clusions: The SAPS 3 admission
score is able to predict vital status at
hospital discharge with use of data
recorded at ICU admission. Further-
more, SAPS 3 conceptually dissoci-
ates evaluation of the individual pa-
tient from evaluation of the ICU and
thus allows them to be assessed at
their respective reference levels.

Keywords Intensive care unit ·
Severity of illness · ICU mortality ·
Hospital mortality · Risk adjustment
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Introduction

One of the crucial steps in the evaluation of risk-adjusted
outcomes is the choice of the reference database for es-
timating adequate reference lines for the analyzed vari-
ables. For the SAPS 3 to reflect the standard of practices
and outcome in intensive care at the beginning of the 21st
century, we decided to collect data from a large sample of
intensive care units (ICUs) worldwide. Other models have
restricted data collection to large ICUs in Europe or North
America—SAPS II [1], MPM II [2], APACHE II [3] and
APACHE III [4], a strategy that minimizes the hetero-
geneity of the sample but restricts the generalization of
the results.

At the statistical level, there is also a need for change,
in order to take into account the hierarchic nature of our
data [5, 6]. Current general outcome prediction models do
not consider the existence of clinical and nonclinical
factors, aggregated at the ICU level, that can have an
important impact on prognosis. Instead, they assume that
these factors are either not important or are randomly
distributed throughout large samples and that the variation
between ICUs is small. This assumption is not likely to be
borne out at the ICU level for either nonclinical factors
(e.g. organization and management, organizational cul-
ture) or clinical factors (e.g. clinical management, diag-
nostic and therapeutic strategies). If the variation between
ICUs is not negligible, it will compromise the stability of
the equations used to compute predicted mortality. Fur-
thermore, the published models consider the relation be-
tween performance and severity of illness to be constant,
and that may not be the case, since performance can vary
within ICUs according to the severity of illness of the
patients [7, 8]. To overcome this problem, we chose to
adopt a new strategy for the development of the SAPS 3
score and to apply statistical modelling techniques that
control for the clustering of patients within ICUs instead
of assuming the independence of observations. Concep-
tually, the SAPS 3 admission score comprises the fol-
lowing parts:

First, the SAPS 3 ADMISSION SCORE, represented by
the arithmetic sum of three subscores, or boxes:

– Box I: What we know about the patient characteristics
before ICU admission: age, previous health status, co-
morbidities, location before ICU admission, length of
stay in the hospital before ICU admission, and use of
major therapeutic options before ICU admission.

– Box II: What we know about the circumstances of
ICU admission: reason(s) for ICU admission, anatomic
site of surgery (if applicable), planned or unplanned
ICU admission, surgical status and infection at ICU
admission.

– Box III: What we know about the presence and degree
of physiologic derangement at ICU admission (within
1 h before or after admission).

Second, the SAPS 3 PROBABILITY OF DEATH during
a certain period of time (in the case of the main model, the
probability of death at hospital discharge).

Given our objective of evaluating not only individual
patient outcome but also the effectiveness of ICU prac-
tices, we focused the model on data available at ICU
admission or shortly thereafter. This model will be
completely open and available free of any direct or in-
direct charges to the scientific community.

Methods and statistical analysis

Primary variable selection

Based on the SAPS 3 Hospital Outcome Cohort as de-
scribed in Part 1 of this report, continuous predictive
variables were categorized in mutually exclusive cate-
gories based on smoothed curves such as LOWESS [9],
showing the univariate dependence of hospital mortality
on the predictive variables. Classes of categorical vari-
ables were also collapsed according to their univariate
hospital mortality levels using multidimensional tables
and clinical judgment as appropriate, depending on the
nature of the data. Additively, regression trees (MART)
[10] were applied to check the cutoffs.

Missing values were coded as the reference or “nor-
mal” category for each variable. When dual data collec-
tion was used—maximum and minimum values recorded
during a certain time period—missing maximum values
of a variable were replaced by the minimum, if docu-
mented, and vice versa. Some regression imputations
were performed if noticeable correlations to available
values could be exploited. For a detailed description of
data collection and handling, see Part 1 of this report.

Selection of variables was done according to their
association with hospital mortality, together with expert
knowledge and definitions used in other severity of illness
scoring systems. The objective of using this combination
of techniques rather than regression-based criteria alone
was to reach a compromise between over-sophistication
of the model and knowledge from sources beyond the
sample with its specific case mix and ICU characteristics.

Cross validation

For being able to cross-validate the model, we randomly
extracted five roughly equal-sized parts based on number
of patients from the database, as suggested previously
[11]. In a second approach, partitioning was based on
ICUs and not on patients. It was thus possible to run the
model-building procedure five times in each of the two
approaches, each time taking four parts of the sample as a
development set and the remaining one as the validation
set. This allowed to estimate the variability of prediction
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resulting from the construction process of the prognostic
score. A further check of the stability of the predictions
was made by partitioning the sample according to major
patient characteristics, such as surgical status and infec-
tion status.

The quality of predictions in the validation sets was
assessed by looking at the goodness-of-fit in terms of the
p values for the Hosmer-Lemeshow tests Ĉ and Ĥ [13]
and the discriminative capability of the models by the use
of the area under the receiver operating characteristic
(aROC) curve [14, 15]. Another criterion to judge the
appropriateness of the model was the fit in certain sub-
samples, defined according to major patient typologies
[16].

Reducing model complexity

To reduce the complexity of the model classes, we con-
centrated on logistic regression. In the first step a stepwise
logistic regression was used to identify the significant
predictors in each of the five subsamples. A threshold of
0.01 for the p value was generally applied for inclusion in
the model to separate irrelevant predictors [12]. At this
stage we also evaluated if interactions among these pre-
dictors would influence results. Interactions, however, did
not make a valuable contribution for the prediction.

Significant predictors (n=70) were in a second step
entered into a logistic regression model. The criterion for
a predictor to enter the model was homogeneity across the
five model-building processes: in principle, predictors
should enter the model in all five development sets, but
depending on the frequency of the predictor in the sam-
ples, the magnitude of the effect, and medical reasoning,
some predictors were included if they appeared in the
model in at least three subsamples. An example is the
presence of Acquired Immunodeficiency Syndrome
(AIDS): it was selected as a comorbidity in only 81 pa-
tients (0.48%), but the mortality—without controlling for
other variables—in these patients was 42%. By taking all
the above steps to identify the set of predictors, although
deliberately not using any formal numeric criterion, we
reduced the complexity of the model to minimize the
amount of overfitting: This process resulted in 61 item
classes (representing 20 variables) remaining in the final
model.

Using the parameter estimates from the logistic re-
gression as starting values, a multilevel model was ap-
plied in the next step, using patient characteristics as fixed
effects and ICUs as a random effect. Estimates were again
calculated for the five development sets (for both, patient
and ICU -based development subsamples).

At this stage it was checked if rounding of coefficients
(which allows for an easier manual computation of the
score) would influence results, which was found not to be
the case. Consequently, this was the approach chosen for

the final construction of the SAPS 3 admission score
sheet.

The stability of the processes of variable selection and
reducing complexity was further checked by bootstraping
with replacement the total sample 100 times, both at pa-
tient level and at ICU level.

Predicting hospital mortality

After this step was completed, a shrinking power trans-
formation was applied. This procedure uses log-transfor-
mation of the score to reduce the influence of extreme
score values (outliers) on the mortality prediction. For this
purpose, the SAPS 3 score and the transformed log
(SAPS 3 + g) score were used to predict hospital mor-
tality. Conventional logistic regression was used in the
evaluation of this step because of convergence problems
for the corresponding multilevel model in a few sub-
samples. The best shrinkage model then was selected
(excluding the trivial model with the SAPS 3 score as the
single predictor) by checking which of the terms in the
model contributed best to the prediction and was more-
over stable over the respective validation sets and specific
subsamples. This procedure was applied on both, patient
and ICU -based subsamples.

After finishing these steps of cross-validation, the final
estimates for the selected predictors of the SAPS 3 score
as well as the selected shrinkage procedure were then
calculated from the total sample of patients.

To arrive at the customised models for each major
geographic region, specific customised equations were
calculated, relating, by logistic regression, the trans-
formed log (SAPS 3 + g) admission scores computed as
described above to the vital status at hospital discharge.
This process allows both the intercept and the slope of the
curve relating the SAPS 3 admission score to change
across different regions. The goodness-of-fit of these
equations was evaluated by means of the same metho-
dology used for the global sample.

SAS for Windows, version 8.02 (SAS Institute Inc.,
Cary, NC, USA) and MLwiN version 1.10.0007 (Centre
for Multilevel Modelling, Institute of Education, London,
UK) and the R Software Package (http://www.r-pro-
ject.org) were used for the development of the model.

Results

Based on the methodology described, 20 variables were
selected for the SAPS 3 admission score (Tables 1 and 2):

– Five variables for evaluating Box I: age, co-morbidi-
ties, use of vasoactive drugs before ICU admission,
intrahospital location before ICU admission, and
length of stay in the hospital before ICU admission;
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– Five variables for evaluating Box II: reason(s) for ICU
admission, planned/unplanned ICU admission, surgical
status at ICU admission, anatomical site of surgery,
and presence of infection at ICU admission and place
acquired;

– Ten variables for evaluating Box III: lowest estimated
Glasgow coma scale, highest heart rate, lowest systolic
blood pressure, highest bilirubine, highest body tem-
perature, highest creatinine, highest leukocytes, lowest
platelets, lowest hydrogen ion concentration (pH), and
ventilatory support and oxygenation.

An estimation of the variability of the coefficients in the
overall sample and in the five disjoint subsamples is given
in Table E8 of the Electronic Supplementary Material
(ESM), together with their respective coefficients (un-
rounded and rounded) and p values. The SAPS 3 admis-
sion score can thus, in theory, vary from a minimum of 0
points to a maximum of 217 points. The distribution of
the SAPS 3 admission score in our sample is presented in
Fig. 1. The minimum value observed was 5, and the
maximum value was 124, with a mean of 49.9€16.6
(mean € SD) and a median of 48 (38–60). The highest
explanatory power came from Box I, with Box II and Box
III being less important for the outcome; the three boxes
represent 50%, 22.5% and 27.5%, respectively, of the
total Nagelkerke’s R-Square. The relationship between
the SAPS 3 and vital status at hospital discharge is given
by the equation:

Logit = '32.6659 +ln(SAPS 3 score +20.5958) (7.3068

and the probability of mortality by the equation:

Probability of death = elogit/(1+elogit).

The relationship between the SAPS 3 admission score and
the respective probability of death in the hospital is de-
scribed in Fig. 2. Overall, no combined discrepancy be-
tween observed and expected outcomes across all of the
strata was outside sampling variability as demonstrated
a Hosmer-Lemeshow goodness-of-fit test Ĥ of 10.56
(p =0.39) and a Hosmer-Lemeshow goodness-of-fit test Ĉ
of 14.29 (p =0.16) (Figs. 3, 4 and Table E9, ESM). The
overall discriminatory capability of the model, as mea-
sured by aROC curve, was 0.848. The goodness-of-fit
according to major patient typologies (surgical status,
trauma, and infection) can be found in Table 3. Calibra-
tion and discrimination presented differences across dif-
ferent geographic areas: the best predictive results were
achieved in patients from Northern Europe (observed-to-
expected [O/E] mortality ratio 0.96 [0.83–1.09]) and the
worst predictive results were obtained in patients from
Central and South America (O/E mortality ratio, 1.30
[1.23–1.37]); see also Table 4 and Fig. 5 and Appendix B
in the ESM.

For a more precise estimation of the probability of
death in the hospital across the different geographic re- T
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gions, specific customised equations were calculated
(Table 5). This customised approach allows each ICU to
choose its own reference line for the prediction of hospital
mortality: either the overall SAPS 3 hospital mortality
sample or its own regional subsample. This approach can
be supplemented in the future by customised equations at
the country level if data are available and if a more pre-
cise estimation of outcome in a specific setting is needed.

The overall goodness-of-fit of these customised equations
for each region is presented in Table 5. A complete list of
the number of patients and the respective O/E mortality
ratios by country, according to the global equation and the
regional equations, are presented in Tables E10 and E11
of the ESM, with point estimates varying at the global
level from 0.68 (0.56–0.80) to 2.05 (1.27–2.82). Most O/E
ratios are close to the identity line, as expected for a stable
model.

Discussion

We have presented the results of a large multicentric,
multinational study aimed at updating the SAPS II model.
This study was necessary for several reasons. First, the
reference line used by SAPS II was derived from a da-
tabase collected in the early 1990s; since that time, there
have been changes in the prevalence of major diseases
and in the availability and use of major diagnostic and
therapeutic methods that are associated with a shift to-
ward poor calibration of older models such as SAPS II
and APACHE III [17, 18]. Second, SAPS II was devel-
oped from a database built exclusively from patients in
Europe and North America. This sample may not be
representative of the case mix and medical practices that
constitute the reality of intensive care medicine in the rest
of the world (e.g. Australasia or South America), where
variability in structures and organization is probably re-
lated to outcome [19].

Third, since computation of predicted mortality is
based on a reference database, the user should be able to
choose between them, i.e., a global database, which pro-
vides a broader comparison at the potential cost of less
relevance to local conditions, and a regional database,
which provides a better comparison with ICUs in geo-

Table 2 SAPS 3 admission scoresheet – Part 2

Box II – continued

ICU admission 12) 16
Reason(s) for ICU admission

Cardiovascular: Rhythm disturbances 13) –5
Neurologic: Seizures 13) –4
Cardiovascular: Hypovolemic hemorrhagic shock,
Hypovolemic non hemorrhagic shock. / Digestive:
Acute abdomen, Other 3)

3

Neurologic: Coma, Stupor, Obtuned patient,
Vigilance disturbances, Confusion, Agitation, Delirium

4

Cardiovascular: Septic shock. / Cardiovascular:
Anaphylactic shock, mixed and undefined shock

5

Hepatic: Liver failure 6
Neurologic: Focal neurologic deficit 7
Digestive: Severe pancreatitis 9
Neurologic: Intracranial mass effect 10
All others 0

Anatomical site of surgery
Transplantation surgery: Liver, Kidney, Pancreas,
Kidney and pancreas, Transplantation other

–11

Trauma – Other, isolated:
(includes Thorax, Abdomen, limb); Trauma – Multiple

–8

Cardiac surgery: CABG without valvular repair –6
Neurosurgery: Cerebrovascular accident 5
All others 0

12) Every patient gets an offset of 16 points for being admitted (to
avoid negative SAPS 3 Scores).
13) If both reasons for admission are present, only the worse value
(–4) is scored.

Fig. 1 Distribution of the
SAPS 3 admission score in the
SAPS 3 database
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graphic proximity but at the cost of losing comparability
with ICUs in other parts of the world. A third possibility
could be added—a country-representative database—but
such a database would raise the problem of whether the
ICUs selected were representative of a certain country.

Fourth, the development of computers in recent years
has created easy access to strong computational power.
One of the implications of this is that it is now possible to
develop a new outcome prediction model, based on digital
data acquisition and analysis, with minimal differences in

definitions and application criteria. These advances were
coupled with extensive automatic logical and error-
checking capabilities and the availability of data collec-
tion manuals online. Moreover, developers of the SAPS 3
model could take advantage of computer-intensive
methods of data selection and analysis, such as the use of
additive partition trees and logistic regression with ran-
dom effects. Several new statistical techniques have been
used in recent years to allow a more stable prediction of
outcome, such as genetic algorithms and artificial neural

Fig. 2 Relationship between
the SAPS 3 admission score and
the respective probabilities of
hospital mortality

Fig. 3 Hosmer-Lemeshow
goodness-of-fit test Ĉ in the
overall sample. Predicted risk of
hospital death, observed hospi-
tal mortality rate, and the cor-
responding number of patients
per decile are shown. Columns:
Number of patients; squares:
mean SAPS 3-predicted mor-
tality per decile; circles: mean
observed mortality per decile
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Fig. 4 Hosmer-Lemeshow
goodness-of-fit test Ĥ in the
overall sample. Predicted risk of
hospital death, observed hospi-
tal mortaliy rate, and the corre-
sponding number of patients per
decile are shown. Columns:
Number of patients; squares:
mean SAPS 3-predicted mor-
tality per decile; circles: mean
observed mortality per decile

Table 3 Performance of the
model across major patient
typologies

Patient characteristics GOF
test Ĥ

p GOF
test Ĉ

p O/E
ratio

95% CI aROC

Trauma patients 19.92 0.03 9.03 0.53 1.03 0.93–1.12 0.854
Non-operative
admissionsa

14.86 0.14 17.8 0.06 1.01 0.98–1.04 0.825

Scheduled surgerya 11.5 0.32 27.39 <0.01 0.97 0.90–1.03 0.825
Emergency surgerya 4.97 0.89 12.88 0.23 1.00 0.95–1.05 0.809
No infectionb 8.57 0.57 14.77 0.14 1.00 0.97–1.02 0.846
Community-acquired
infectionc

8.4 0.59 11.76 0.3 1.00 0.96–1.05 0.786

Hospital-acquired
infectiond

15.21 0.12 7.11 0.72 1.02 0.97–1.07 0.77

GOF: Hosmer-Lemeshow goodness-of-fit; O/E: observed-to-expected mortality; CI: 95% confidence
interval; aROC: area under receiver operating characteristic (curve)
a Non-operative admissions, scheduled surgery emergency surgery: see data definitions appendix C,
ESM
b No infection: Patients not infected at ICU admission
c Community-acquired infection: Patients with community-acquired infection at ICU admission
d Hosp ital-acquired infection: Patients with hospital-acquired infection at ICU admission

Table 4 Performance of the
model in the global sample and
in different geographic areas

Regions GOF
test Ĥ

p GOF
test Ĉ

p O/E
ratio

95% CI aROC

Australasia 15.25 0.12 8.09 0.62 0.92 0.85–0.99 0.839
Central,
South America

78.01 <0.01 80.82 <0.01 1.30 1.23–1.37 0.855

Central,
Western Europe

56.45 <0.01 47.89 <0.01 0.84 0.79–0.90 0.861

Eastern Europe 19.45 0.03 18.69 0.04 1.09 1.00–1.19 0.903
North Europe 2.44 0.99 2.34 0.99 0.96 0.83–1.09 0.814
Southern Europe,
Mediterranean
countries

14.18 0.16 20.78 0.02 1.02 0.98–1.05 0.834

North America 10.57 0.39 9.63 0.47 0.91 0.78–1.04 0.812
Global database 10.56 0.39 14.29 0.16 1 0.98–1.02 0.848

GOF: Hosmer-Lemeshow goodness-of-fit; O/E: observed-to-expected mortality; CI: 95% confidence
interval; aROC: area under the receiver operating characteristic (curve).
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networks [20, 21], dynamic microsimulation techniques
[22], and first- and second-level customization strategies
[23–25]. However, the value of these techniques is for the
moment limited, usually because they are based on re-
gional databases [24–26] that prevent extrapolation to
other settings; moreover, their superiority in even the
regional setting still needs to be established.

Finally, the SAPS 3 conceptually dissociates evalua-
tion of the individual patient from evaluation of the ICU.
Thus, for individual patient assessment, the system sep-
arates the relative contributions to prognosis of (i) chronic
health status and previous therapy, (ii) the circumstances
related to ICU admission, and (iii) the presence and de-

gree of physiologic dysfunction. It is interesting to note
that one half of the predictive power of the model is
achieved with Box I, i.e., with the information that is
available before ICU admission. The prognostic capabil-
ities of the model can be further improved by 22.5% by
using data related to the circumstances of the ICU ad-
mission (Box II), and by another 27.5% by the incorpo-
ration of physiologic data (Box III). These numbers are
different from those published by Knaus et al. [4] but are
based on what we have learned in the last years about
prognostic determinants in the critically ill patient.

For performance evaluation, several reference lines
should be used, with risk-adjusted mortality in different

Fig. 5 Observed-to-expected
(O/E) mortality ratios by region.
Observed-to-expected (O/E)
mortality ratios are shown by
region. Bars indicate 95% con-
fidence intervals

Table 5 Customized SAPS 3 admission equations for the different geographic areas

Area Equation GOF Ĥ p GOF Ĉ p O/E CI

Australasia Logit='22.5717 + ln (SAPS 3 score + 1)
(5.3163

10.43 0.40 2.20 0.99 1.00 0.93–1.07

Central, South America Logit='64.5990 + ln (SAPS 3 score + 71.0599)
(13.2322

8.94 0.54 7.03 0.72 1.00 0.94–1.06

Central, Western Europe Logit='36.0877 + ln (SAPS 3 score + 22.2655)
(7.9867

15.13 0.13 12.15 0.27 1.00 0.94–1.06

Eastern Europe Logit='60.1771 + ln (SAPS 3 score + 51.4043)
(12.6847

10.13 0.43 7.12 0.71 1.00 0.92–1.08

North Europe Logit='26.9065 + ln (SAPS 3 score + 5.5077)
(6.2746

3.45 0.97 2.22 0.99 1.00 0.86–1.14

Southern Europe,
Mediterranean countries

Logit='23.8501 + ln (SAPS 3 score + 5.5708)
(5.5709

5.28 0.87 13.12 0.22 1.00 0.97–1.03

North America Logit='18.8839 + ln (SAPS 3 score + 1)
(4.3979

4.22 0.93 4.47 0.92 1.00 0.86–1.14

GOF Ĥ: Hosmer-Lemeshow goodness-of-fit Ĥ test; GOF Ĉ: Hosmer-Lemeshow goodness-of-fit Ĉ test; p : respective p-values; O/E:
observed-to-expected mortality ratio; CI: 95% confidence interval
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patient typologies and not only O/E mortality ratios at
hospital discharge in the overall ICU population [27]. The
results of the SAPS 3 study showing that different O/E
ratios were observed in different regions of the world
should be explored further, since, apart from regional
differences in case mix (not taken into account by the
model), they can also be related to regional variations in
structures and organization of acute medical care, to
different lifestyles (e.g., prevalence of obesity, or alcohol
and tobacco use) and/or—though less likely—to genetic
differences among populations.

We would like to re-emphasize that the model pre-
sented here is based exclusively on data (including
physiologic data) available within 1 h of ICU admission
and calibrated for manual data acquisition; consequently,
it should be expected to overestimate mortality when an
automatic patient data management system with a high
sampling rate is used [28, 29]. Limiting acquisition of
physiologic data to the hour of ICU admission should
minimise the impact of this factor when compared with
models based on the most deranged data from the first
24 h after ICU admission, probably at the expense of a
small decrease in the ROC curve, a greater sensitivity to
the exact time point at which admission to ICU occurs,
and therefore more reliant on the assumption that mea-
sured physiology alone (as opposed to changes in physi-
ology) predict outcome. It also allows the prediction of
mortality to be done before ICU interventions take place.
This gives the SAPS 3 admission model a major advan-
tage over existing systems, such as the SAPS II or the
APACHE II and III, since all these systems can be af-
fected by the so-called Boyd and Grounds effect: the
occurrence of more abnormal physiologic values during
the first 24 h in the ICU, leading to an increase in com-
puted severity of illness and a corresponding increase in
predicted mortality. These increases may, however, be
due not to a greater intrinsic severity of illness of the
patient but to the provision of suboptimal care in the first
24 h of ICU admission, when a stable patient may be
allowed to deteriorate [30].

Further studies should be done of factors occurring
after ICU admission that influence risk-adjusted mortali-
ty. We should keep however in mind that this approach
comes with one potential pitfall: a possible decrease in the
amount of data available for the computation of the
model; also, the shorter time period for data collection
can eventually increase the likelihood of missing physi-
ological data and the reliance on the assumption that
missing physiological data are normal. This effect should
be small, considering the widespread availability of
monitoring and point-of-case analysers.

Having demonstrated the internal validity of the
SAPS 3 admission model by the extensive use of cross-
validation techniques, we should stress that external val-
idation is also necessary. The fact that the overall data-
base was not collected to be representative of the global

case-mix (and especially the case-mix of specific regional
areas or patient typologies such as specific diseases)
should be empirically tested. Furthermore, the rate of
deterioration of our estimates over time should be fol-
lowed by the appropriate use of temporal validation, es-
pecially to avoid what Popovich called grade inflation
[18].

The SAPS 3 system was developed to be used free of
charge by the scientific community; no proprietary in-
formation regarding the scientific content is retained. All
the coefficients needed for the computation of outcome
probabilities are available in the published material. The
SAPS 3 can even be computed manually, using a simple
scoresheet, although it was designed to be integrated into
computerised data acquisition and storage systems that
allow the automatic check of the quality of the registered
data.

In conclusion, we can say that at the end of this stage
of the project, we have been able to overcome some of the
problems inherent in current risk-adjustment systems. We
have minimized user-dep endent p roblems through the
publication of careful, detailed definitions and criteria for
data collection [31]. We have also addressed the p atient-
dep endent p roblems by expanding the reference database
and making it more representative of reality, in order to
include the maximum possible range of variations for
patient-centred variables and resulting patient-centred
outcomes. This approach was complemented by the de-
velopment of specific customised equations for major
areas of the world, allowing ICUs to choose a reference
line for outcome prediction—the global database or the
regional database for their own area.

Users of these models should keep in mind that
benchmarking is a process of comparing an ICU with a
reference population. The appropriate choice of reference
population is difficult, and we cannot simply change it
because the observed-to-predicted mortality rate is not the
one we want. For this reason, the choice should depend on
the objective of the benchmark: more precise estimation
will need local or regional equations, developed from a
more homogeneous case mix. A generalisable estimation
will, on the other hand, need more global equations de-
veloped from a more representative case mix.

Last but not least, we have successfully addressed
some of the problems of prognostic model development,
especially those related to the underlying statistical as-
sumptions for the use of specific methods for selection
and weighting of variables and the conceptual develop-
ment of outcome prediction models. In the future, multi-
level modelling with varying slopes (and not just random
intercepts) might be able to give a better answer to re-
searchers but for the moment they would make the
models to complex to be managed outside a research
environment.

John Vogel
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and SAPS 3 mortality scores in intensive
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Abstract

Background: The aim of the Simplified Acute Physiology Score (SAPS) II and SAPS 3 is to predict the mortality of
patients admitted to intensive care units (ICUs). Previous studies have suggested that the calibration of these scores
may vary across countries, centers, and/or characteristics of patients. In the present study, we aimed to assess
determinants of the calibration of these scores.

Methods: We assessed the calibration of the SAPS II and SAPS 3 scores among 5266 patients admitted to ICUs
during a 4-week period at 120 centers in 17 European countries. We obtained calibration curves, Brier scores, and
standardized mortality ratios. Points attributed to SAPS items were reevaluated and compared with those of the
original scores. Finally, we tested associations between the calibration and center characteristics.

Results: The mortality was overestimated by both scores: The standardized mortality ratios were 0.75 (95% CI 0.71–0.
79) for the SAPS II score and 0.91 (95% CI 0.86–0.96) for the SAPS 3 score. This overestimation was partially explained by
changes in associations between some items of the scores and mortality, especially the heart rate, Glasgow Coma
Scale score, and diagnosis of AIDS for SAPS II. The calibration of both scores was better in countries with low health
expenditures. The between-center variability in calibration curves was much greater than expected by chance.

Conclusions: Both scores overestimate current mortality among European ICU patients. The magnitude of the
miscalibration of SAPS II and SAPS 3 scores depends not only on patient characteristics but also on center
characteristics. Furthermore, much between-center variability in calibration remains unexplained by these factors.

Trial registration: ClinicalTrials.gov identifier: NCT01422070. Registered 19 August 2011.

Keywords: Calibration, SAPS II, SAPS 3, Determinants

Background
Scores that predict in-hospital survival of patients admit-
ted to the intensive care unit (ICU) can be used for the
assessment of ICU performance [1–4], to measure patient
case mix, and to make statistical adjustments for between-
group comparisons. Several predictive scores have been
developed for this purpose, including the Simplified Acute
Physiology Score (SAPS) II and SAPS 3 [5, 6].

Desirable characteristics of predictive scores are the cap-
acity to distinguish between patients who will experience
the studied outcome and patients who will not (i.e.,
discrimination) and the agreement between the observed
occurrence of the outcome and the risk predicted by the
score (i.e., calibration) [7]. If the discrimination is poor,
the predictive score is useless in clinical practice, and
calibration is irrelevant. When the discrimination is
acceptable, it is necessary to investigate the quality of the
calibration. Researchers in various studies have assessed
the calibration of the SAPS II and SAPS 3 scores and, on
the whole, found a poor calibration in European countries,
especially for SAPS II. Whereas some researchers have
reported that the SAPS II overestimated mortality [8–10],
others have found the opposite [4, 11, 12]. The calibration
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of predictive scores can change over time because ICU
populations change and new diagnostic, therapeutic and
prognostic techniques become available [3]. Additionally,
calibration of scores can vary across countries and even
between centers within a country. Villers et al. reported a
high level of heterogeneity in calibration of the SAPS II
between French centers [12]. Indeed, it is possible that the
reasons for admission to an ICU differ between centers,
such that risk factors for mortality that are important in
one center will not be useful in another, thus reducing dis-
criminative ability. It is also possible that the general level
of care differs between centers, which would influence the
background risk of dying and therefore affect the calibra-
tion of the score [13]. Ethical issues such as limitation or
withdrawal of therapies can also change between geo-
graphic regions and probably between centers [14].
In this study, we assessed the calibration of the SAPS II

and SAPS 3 in patients admitted to ICUs in 17 European
countries and sought to identify sources of miscalibration.
We hypothesized that the magnitude of the association
between some items of the scores and death might have
decreased since the development of the scores, especially
for the SAPS II, which was developed 20 years ago. We
reevaluated points attributed to SAPS items and com-
pared them with those of the original scores. We investi-
gated the impact of the modification of scoring on
calibration curves. In addition, we explored whether char-
acteristics of centers contributed to miscalibration.

Methods
ELOISE study and subset of analyzed data
The primary objective of the European Mortality &
Length of Intensive Care Unit Stay Evaluation (ELOISE)
study was to estimate the effect on hospital mortality of
the presence of an intermediate care unit (IMCU) in the
hospital [15]. The analysis presented in this paper is an
ancillary study. The ELOISE study included 5834
patients admitted during one of two 4-week periods
(either in November 2011 or in February 2012) to 167
ICUs from 17 European countries. Excluding from our
analysis ICUs that recruited fewer than 20 patients for
the ELOISE study, so as to have enough observations to
estimate a calibration curve for each center and enough
centers to explore heterogeneity, we analyzed data of
5266 patients from 120 centers located in 17 countries.
Data collection is detailed in Additional file 1.

Calculation of SAPS II and SAPS 3 scores
The scores and the predicted mortality were calculated
following the original equations for both SAPS scores [5,
6]. The risk predicted by the SAPS 3 score was assessed
with equations customized for geographical area (Central/
Western, Eastern, Northern, and Southern Europe) [6].

Assessment of calibration of SAPS II and SAPS 3 scores
The calibration curves of the SAPS II and SAPS 3 scores for
the prediction of in-hospital death were obtained to show
the relationship between the observed and the predicted
mortality. The observed risk function of the predicted mor-
tality was assessed using smooth kernel functions [16] and
was plotted against the predicted mortality. The identity line
represents a perfect calibration of the score. If the curve is
below (above) the identity line, the score overestimates
(underestimates) the mortality. The greater the deviation
from the identity line, the greater the miscalibration. Add-
itionally, we calculated the Brier score and the standardized
mortality ratio (SMR) of the scores [7]. The Brier score is
the mean squared difference between the probability of
death and the actual outcome (0 if the patient survives, 1 if
the patient dies); a smaller value is better [17]. An SMR
greater (or lower) than 1 indicates an underestimation (or
overestimation) of the mortality by the predictive score.

Calibration and patient characteristics
We reassessed the points attributed to each item in the
SAPS II following the methodology used in the original
work [5]. The associations between the components and
mortality were based on a multivariable logistic regression
model, and the number of points of an item were the near-
est integer of ten times the estimated regression coefficient.
If the associations obtained with data from the ELOISE
study changed from the original work, the number of at-
tributed points would also change. A greater difference be-
tween original and attributed points reflects a greater
impact on calibration. Similar analyses were conducted for
the SAPS 3, but using a logistic regression model with
mixed effects (with patients’ characteristics as fixed effects
and centers as random effects on the intercept) to repro-
duce the methodology followed in the in the original work
[6]. A post hoc analysis was conducted to assess the calibra-
tion curves, the SMRs, and the Brier scores according to
the reasons for admission to the ICU. Only reasons with
more than 200 admissions were investigated (cardiovascular
reason, digestive reason, neurological reason, respiratory
reason, severe trauma, basic observation).

Calibration and center characteristics
We also hypothesized that some centers’ characteristics
may influence the calibration. First, we verified whether
the variability in the calibration across centers is compat-
ible with the variability caused by random sampling. For
this purpose, we fitted a calibration curve for each of the
120 centers. The variances of the center-specific Brier
scores and SMRs reflected the between-center variability
in calibration. A permutation test was conducted to
determine if the observed value of these variances was
compatible with the hypothesis that the calibration is the
same for all centers. The permutation test consisted in
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attributing patients at random to centers, computing their
Brier scores and SMRs, then obtaining the variances of
these quantities, and repeating this procedure 1000 times.
The resulting distribution of the variances of Brier scores
and SRMs reflects between-center variance that is attrib-
utable only to chance; the actual observed values were
compared with these distributions. To evaluate if center
characteristics have an effect on the calibration of the
SAPS II score, we modeled the calibration curve using the
approach proposed by Finazzi et al., and we introduced
interaction terms between the centers’ characteristics and
the logit values of the predicted mortality [18]. This analysis
was conducted for each of the following characteristics:
2012 national health expenditure in percentage of gross
domestic product (GDP), number of hospital beds (<500,
500–1000, >1000 beds), presence of an IMCU, presence of
IMCU beds inside the ICU, number of ICU adjusted beds
(two IMCU beds inside the ICU equal one ICU bed [15]),
possibility of allocating additional beds inside the ICU, and
the nurse/patient daytime ratio (<0.5, 0.5–1, >1). The same
analyses were conducted for the SAPS 3 score.
Statistical methods are detailed in Additional file 2. All

statistical analyses were performed with the R statistical soft-
ware package (https://www.r-project.org/; R Foundation for
Statistical Computing, Vienna, Austria). The significance
level was set at 0.05, and all statistical tests were two-sided.

Results
The characteristics of the 120 participating centers and
5266 participating patients are described in Table 1. Most
hospitals had a capacity of 500–1000 beds, were located in
countries with annual health expenditures greater than 8%
of GPD, had an IMCU, had a daytime nurse/patient ratio
between 0.5 and 1, and had a number of ICU adjusted
beds greater than 12. Patients were 62.4 years old, on aver-
age (range 18–98), at ICU admission, and 60% were men.
Admissions to the ICU were unplanned for 69% of pa-
tients, and 49% were admitted following surgery.

Calibration of SAPS II and SAPS 3 scores
The SAPS II and SAPS 3 scores were collected for 5209
(98.9%) and 5206 (98.9%) patients. The number of deaths
expected by the SAPS II score was 1568 (30.1%), whereas
the number of observed deaths was 1194 (22.7%), resulting
in an SMR of 0.75 (95% CI 0.71–0.79). The calibration
curve (Fig. 1) below the identity line confirmed that the
SAPS II score globally overestimated the mortality. The
magnitude of the overestimation varied with the level of
the mortality predicted by the SAPS II score. The predicted
mortality was reasonably accurate for low-risk patients: the
overestimation was less than 0.04 up to a predicted mortal-
ity of 0.20. The overestimation became important for
patients with intermediate and high levels of predicted
mortality (between 0.50 and 0.90): The overestimation

reached 0.25 for a predicted mortality around 0.75. The
Brier score for the prediction by SAPS II was 0.132 (95% CI
0.127–0.137). If the score was not able to discriminate be-
tween deceased patients and survivors (i.e., if the observed
risk of death of 0.227 was used for all patients), the Brier
score would be 0.175.
The number of deaths expected by the SAPS 3 score

was 1322 (25.4%), resulting in an SMR of 0.91 (95% CI
0.86–0.96). The calibration curve was closer to the iden-
tity line than for the SAPS II score (Fig. 1). However, the
mortality predicted by the SAPS 3 score was higher than
the observed mortality for patients with a predicted risk
between 0.50 and 0.90. The overestimation did not exceed
0.13. The Brier score was 0.131 (95% CI 0.126–0.136).

Predictive value of individual items on miscalibration?
To determine if the miscalibration of the score was uni-
form or specific to certain score items, we compared the
points attributed to each item according to the original
work and the point weights derived from ELOISE data
(Table 2). Items of the SAPS II score with a lowered asso-
ciation with mortality are extreme heart rate (<70 or >160
beats/minute), a Glasgow Coma Scale (GCS) score less
than 6, a diagnosis of AIDS, a systolic blood pressure
(SBP) less than 70 mm Hg and a serum sodium level less
than 125 mmol/L. The SMR was 0.68 (95% CI 0.63-0.73)
in patients with at least one of these items (n = 2230,
42.8%) and 0.89 (95% CI 0.81-0.97) in other patients.
For the SAPS 3 score, items with a decreased associ-

ation with mortality were the presence of metastatic
cancer, intrahospital location before ICU admission, car-
diac surgery, and a heart rate greater than 160 beats/mi-
nute (Additional file 3: Table S1). The SMRs were 0.82
(95% CI 0.76–0.88) in patients with at least one of these
items (n = 2751 [52.8%]) and 1.10 (95% CI 1.00–1.21) in
other patients.

Reasons for admission to ICU and calibration
The calibration curves and the SMRs were assessed by
reason for admission to ICU (Fig. 2 and Additional file
4: Table S2). For both SAPS scores, the overestimation
of mortality was especially high in patients admitted to
the ICU for a basic observation for SAPS II score (SMR
0.44, 95% CI 0.34–0.57) and for SAPS 3 score (SMR
0.68, 95% CI 0.52–0.88). In this subpopulation, the cali-
bration curves deviated from the identity line even for
low predicted risks. A similar but less marked trend was
observed in patients admitted to the ICU for a severe
trauma for SAPS II score (SMR 0.56, 95% CI 0.39–0.78)
and for SAPS 3 score (SMR 0.73, 95% CI 0.51–1.02). For
other reasons for admission, the miscalibration was less
pronounced or even low. For instance, the SAPS 3 score
was well calibrated in patients admitted to the ICU for a
cardiovascular reason (SMR 0.94, 95% CI 0.86–1.03).
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Table 1 Centers and patients characteristics
Center characteristics Centers

(n = 120)
Patients
(n = 5266)

Number of patients/ICU, median [range] 32 [20–89]

Number of hospital bedsa, n (%)

< 500 39 (33.6%) 1403 (27.5%)

500–1000 54 (46.6%) 2630 (51.5%)

> 1000 23 (19.8%) 1072 (21.0%)

Health expenditure (% of GDPb), n (%)

< 8% 19 (15.8%) 961 (18.2%)

8% to 10% 51 (42.5%) 2107 (40.0%)

> 10% 50 (41.7%) 2198 (41.7%)

IMCU (intermediate care unit), n (%)

Yes 103 (85.8%) 4563 (86.7%)

Daytime nurse/patient ratio, n (%)

< 0.5 25 (20.8%) 1150 (21.8%)

0.5–1 58 (48.3%) 2536 (48.2%)

> 1 37 (30.8%) 1580 (30.0%)

ICU adjusted beds, n (%)

< 8 19 (15.8%) 571 (10.8%)

8–12 49 (40.8%) 1901 (36.1%)

> 12 52 (43.3%) 2794 (53.1%)

Possibility of extra beds inside ICU, n (%)

Yes 24 (20.0%) 1114 (21.2%)

Patient characteristics

Male sex, n (%) 3143 (59.7%)

Age, years, mean ± SD 62.4 ± 16.9

SAPS IIc, mean ± SD

Score 39.3 ± 21.3

Predicted mortality 30.1% ± 30.2

SAPS 3d, mean ± SD

Score 35.0 ± 17.2

Predicted mortality 25.4% ± 24.5

Hospital mortality, n (%)

Death 1194 (22.7%)

ICU admission, n (%)

Unplanned 3613 (68.7%)

Surgery, n (%)

Emergency surgery 983 (18.7%)

No surgery 2663 (50.6%)

Scheduled surgery 1612 (30.7%)

Reason for admissione, n (%)

Basic observation 1111 (21.1%)

Cardiovascular 1252 (23.8%)

Digestive 526 (10.0%)

Hematological 77 (1.5%)

Table 1 Centers and patients characteristics (Continued)

Hepatic 62 (1.2%)

Metabolic 195 (3.7%)

Neurological 800 (15.2%)

Renal 200 (3.8%)

Respiratory 980 (18.6%)

Severe trauma 255 (4.8%)

Abbreviations: GDP Gross domestic product, ICU Intensive care unit, IMCU
Intermediate care unit, SAPS Simplified Acute Physiology Score
aThe total number of hospitals giving information on the number of hospital
beds was 116
bHealth expenditure in the country of the center expressed in percentage of
GDP. (Source: World
Bank [http://data.worldbank.org/indicator/SH.XPD.TOTL.ZS].)
cThe medians (interquartile ranges) were 35 [23–52] for the SAPS II score and
16.7% [5.2% to 50.7%] for the mortality predicted by the SAPS II score
dThe medians (interquartile ranges) were 33 [22–46] for the SAPS 3 score and
15.9% [5.1% to 39.8%] for the mortality predicted by the SAPS 3 score
eReasons for admission were not exclusive (except “basic observation,” which
is exclusive of all other reasons)

Fig. 1 Calibration curves for the Simplified Acute Physiology Score
(SAPS) II (dark line) and the SAPS 3 (gray line) obtained with a kernel
function. The calibration curve represents the relationship between
the mortality predicted by the score (x-axis) and the observed
mortality (y-axis). The identity line (dashed line) represents a perfect
calibration. A calibration curve below the identity line indicates that
the score overestimates the mortality. The black and gray circles
represent the estimates of the observed mortality in sample,
stratified by levels of predicted mortality (by step of 0.01 up to a
predicted mortality of 0.20, by step of 0.025 for a predicted mortality
from 0.20 to 0.35, and by step of 0.05 for a predicted mortality
greater than 0.35). The size of the circles is proportional to the
number of patients in categories of predicted mortality
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Between-center variability
We fitted a calibration curve of the SAPS II score separately
in each of the 120 centers (Fig. 3a). The calibration curves
varied considerably, but it was unclear if the variance was
greater than what would be expected by chance alone. A
typical pattern of calibration curves expected under the
assumption that calibration is the same in all centers was
obtained by randomly permuting the patients between cen-
ters (Fig. 3b). These figures suggest that the observed
between-center variability in calibration is higher than the
variability expected by chance. Figure 3c represents the dis-
tribution of the SD of the SMRs expected under the null
hypothesis of absence of center effect on calibration. The
observed SD of the SMR, represented by a vertical line, falls
on the right-hand side of the distributions; the p value from

Table 2 Reassessment of the points allocated to each item of
Simplified Acute Physiology Score II items
Items of SAPS II score Pointsa (original/ELOISE study) Difference

Age, years

20–39 0/0 0

40–59 7/7 0

60–69 12/11 1

70–74 15/14 1

75–79 16/15 1

≥ 80 18/19 −1

Heart rate, beats/minute

< 40 11/4 7

40–69 2/−5 7

70–119 0/0 0

120–159 4/3 1

≥ 160 7/−5 12

SBP, mmHg

≥ 200 2/3 −1

100–199 0/0 0

70–99 5/3 2

< 70 13/7 6

PaO2, mmHg/FiO2

No ventilation 0/0 0

≥ 200 6/3 3

100–199 9/6 3

< 100 11/11 0

Urinary output, L/day

≥ 1.000 0/0 0

0.500–0.999 4/0 4

< 0.500 11/8 3

Serum urea level, mmol/L

< 10.0 0/0 0

10.0–29.9 6/4 2

≥ 30.0 10/5 5

Body temperature

< 39 °C 0/0 0

≥ 39 °C 3/−2 5

WBC count, ×103/mm3

< 1.0 12/8 4

1.0–19.9 0/0 0

≥ 20.0 3/2 1

Serum potassium, mmol/day

≥ 3 and <5 0/0 0

< 3 or ≥5 3/2 1

Serum sodium level, mmol/L

< 125 5/−1 6

Table 2 Reassessment of the points allocated to each item of
Simplified Acute Physiology Score II items (Continued)

≥ 125 and <145 0/0 0

≥ 145 1/5 −4

Serum bicarbonate level, mEq/L

≥ 20 0/0 0

15–19 3/4 −1

< 15 6/9 −3

Bilirubin level, μmol/L

< 68.4 0/0 0

68.4–102.5 4/2 2

≥ 102.6 9/10 −1

Glasgow Coma Scale score

14–15 0/0

11–13 5/5 0

9–10 7/9 −2

6–8 13/10 3

< 6 26/16 10

Chronic disease

No 0/0 0

Metastatic cancer 9/8 1

Hematologic malignancy 10/9 1

AIDS 17/9 8

Type of admission

Scheduled surgical 0/0 0

Medical 6/11 −5

Unscheduled surgical 8/9 −1

Abbreviations: ELOISE European Mortality & Length of Intensive Care Unit Stay
Evaluation study, FiO2 Fractional inspired oxygen, PaO2 Partial pressure of
arterial oxygen, SAPS Simplified Acute Physiology Score, SBP Systolic blood
pressure, WBC White blood cell
a Points proposed in the original SAPS II score and the points derived from the
association between the items of the SAPS II score and the mortality
reassessed with data from the ELOISE study
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the permutation test was less than 0.001. These findings
show that the between-center variability in calibration of
the SAPS II score is not well explained by random variabil-
ity and suggest that center characteristics may add to this
variability. The same findings were observed with the Brier
score (Additional file 5: Figure S1A).
In regression models, the health expenditure and the

number of hospital beds were significantly associated with
the shape of the calibration curve of the SAPS II score (p
< 0.001 and p = 0.004, respectively). The calibration curves
according to these factors are shown in Fig. 4a and b. The
SAPS II score was well calibrated in centers located in
countries with health expenditures in 2012 less than 8% of
the GDP, but the fit gets progressively worse as health ex-
penditures grow. Furthermore, the overestimation of the
risk of death was lower in ICUs in hospitals with 500–
1000 beds than in centers in either smaller or larger hospi-
tals. Other center characteristics were not significantly as-
sociated with the shape of the calibration curve (presence
of IMCU p = 0.91, presence of an IMCU beds inside ICU

p = 0.20, number of ICU adjusted beds p = 0.73, possibility
of allocating extra beds inside the ICU p = 0.99, ICU
nurse/patient ratio in daytime p = 0.10).
For SAPS 3, excess between-center variability in SMRs

(Fig. 3d–f) (p < 0.001) and in Brier scores (Additional file 5:
Figure S1B) was also found. In regression models, the
health expenditure and ICU nurse/patient ratio in daytime
were significantly associated with the shape of the
calibration curve (p < 0.001 and p = 0.036, respectively).
The corresponding calibration curves are shown in Fig. 4c
and d. For centers located in countries with health expendi-
tures less than 8% of the GDP, the SAPS 3 score underesti-
mated the mortality. The other center characteristics were
not significantly associated with the shape of the calibration
curve (number of hospital beds p = 0.09, presence of IMCU
p = 0.68, presence of an IMCU beds inside ICU p = 0.80,
number of ICU adjusted beds p = 0.62, possibility of allocat-
ing extra beds inside the ICU p = 0.96). Data for SMR and
Brier score by level of health expenditure are shown in
Additional file 6 (Table S3) for both SAPS scores.

a b c

d e f

Fig. 2 Calibration curves of the Simplified Acute Physiology Score (SAPS) II and SAPS 3 obtained by kernel function by reason for admission to the
intensive care unit. a Basic observation. b Severe trauma. c Respiratory reason. d Cardiovascular reason. e Digestive reason. f Neurological reason
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Discussion
The SAPS II and SAPS 3 scores globally overestimated
mortality, with an overestimation more marked for the
SAPS II (SMR 0.75) than for the SAPS 3 (SMR 0.91).
Although overestimation of mortality has been reported by
others [10, 19–22], we show that this miscalibration does
not affect all patients and all ICUs similarly. First, the mis-
calibration depended on the level of the predicted risk in
each patient and on the specific items of the scores pre-
sented by the patients. Second, the calibration varied across
centers; the miscalibration was more important in countries
with high health expenditures, as well as in small and large
hospitals than in hospitals of medium size.
The scores calibrated well when the predicted risk was

low (below a predicted risk of 0.30 approximately), and the
overestimation increased up to 0.25 for the SAPS II score
(0.13 for the SAPS 3) at around 0.75 predicted mortality.

The points originally attributed to some items of the score
do not capture correctly the increase of mortality anymore,
owing to the magnitude of the associations changed since
the development of the score. The main items of predictive
scores with a lowered association were heart rate, GCS (<6),
and chronic disease (AIDS) for the SAPS II score and
anatomical site of surgery (transplantation, trauma–other),
intrahospital location before ICU admission, comorbidities
(metastatic cancer), heart rate (≥160 beats/minute) for the
SAPS 3 score. Some of these decreased associations (heart
rate, SBP) may be explained by modern automatic or
semiautomatic data collection methods that have been
shown to find more “pathological” elements, thereby
inflating the assigned SAPS scores [23]. The decreased
association of AIDS may be explained by the introduction
of highly effective therapies against HIV. The decreased
predictive capacity of GCS for SAPS II may be caused by

a b c

d e f

Fig. 3 Observed and expected calibration curves for the Simplified Acute Physiology Score (SAPS) II score (top) and SAPS 3 score (bottom) in 120
centers and between-center variability in standardized mortality ratio (SMR). a Calibration curves of SAPS II in each of the 120 centers fitted with a
logistic regression model. The black line represents the overall calibration curve. b Expected calibration curves of SAPS II under the assumption that the
calibration is the same in all centers. The represented between-center variability is the random (sampling) variability. c Distribution of the SD of the
center-specific SMRs under the assumption that the calibration of SAPS II is the same in all centers. The vertical line represents the observed value of
the SD. d–f are the same figures shown in a–c repeated for the SAPS 3 score
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a common misconception about the evaluation rules [24]:
A sedated patient is sometimes mistakenly attributed the
worst score (3), whereas the score should reflect the state
in which we believe the patients would be without sed-
ation. Another possible explanation is that data are of
lower quality in real life than in research validation stud-
ies, and random errors would also dilute the associations.
The calibration of the scores varied across the reason for

admission to ICU. Especially, the mortality predicted by
SAPS II and SAPS 3 scores was too high when the scores
were applied to patients admitted to the ICU for a basic ob-
servation or for a severe trauma. Possibly, the relationship be-
tween the mortality and biological parameters involved in the
predictive scores is different in patients admitted to the ICU
for any traumatic injuries responsible for a strong physio-
logical stress reaction and in patients admitted for another
reason. The biological values may capture well the stage of
medical diseases but poorly the effects of the homeostatic
mechanisms favoring recovery after trauma. In addition to

the influence of characteristics of patients on calibration, we
detected a large heterogeneity across centers. The variability
of the calibration was too large to be explained only by
random sampling. Some characteristics of centers were
associated with the miscalibration of the SAPS scores: the
country’s health expenditure (SAPS II and SAPS 3), number
of hospital beds (SAPS II), and the daytime nurse/patient
ratio (SAPS 3). If we have no reasonable explanation for the
variation by hospital size, the effect of health expenditure
may be explained by the amount of resources available in the
ICU to treat patients. In low-expenditure countries, lifesaving
medical technologies may be underused or rationed, which
may cause higher mortality more comparable to mortality
rates that existed 25 years ago, when the SAPS II score was
developed. Any new effective medical treatment is bound to
reduce the predictive value of the medical condition it treats;
for example, survival after a myocardial infarction has im-
proved since the introduction of percutaneous transluminal
coronary angioplasty and thrombolytic therapies.

a b

c d

Fig. 4 Calibration curves of the Simplified Acute Physiology Score (SAPS) II score obtained by kernel function according to (a) health expenditure
expressed in percentage of gross domestic product (GDP) and (b) number of hospital beds, and calibration curves of the SAPS 3 score by (c)
health expenditure expressed as a percentage of GDP and (d) daytime nurse/patient ratio
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This study has several limitations. Analyzed data were
collected as part of the ELOISE study, in which re-
searchers sought to detect an effect on mortality of the
presence of an IMCU in the hospital. Because the
ELOISE study was not designed to assess the determi-
nants of the calibration of the SAPS II and SAPS 3 mor-
tality scores, some determinants of the calibration were
not collected, such as the policy for end-of-life care.
Moreover, ICUs participated on a voluntary basis, and
they may not represent all European ICUs.

Conclusions
This study suggests that the prognostic significance of SAPS
II and SAPS 3 scores is not uniform across Europe, because
it depends on both patient-specific and center-specific
characteristics. Another important part of variability remains
unexplained. This suggests that users of these scores should
proceed with caution, especially if ICUs that serve different
patient populations and that are located in countries with
different levels of health expenditures are being compared.
More generally, our results suggest that the external validity
of prognostic scores developed in a given context should
not be taken for granted, as well as that local revalidation is
a useful precaution. Furthermore, it may be prudent to
reassess periodically the predictive capacity of even well-
established scores because changes in medical treatments
may alter the value of such instruments.
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